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❧ Abstract

Whilst  research  into  cultural  value  and  digital  technologies  is
nascent in art museums, neural media technologies like generative
AI pose new methodological and theoretical challenges. Looking at
the case of the Tate Gallery and the dataset LAION 5B used to
train  the  text-to-image  Stable  Di�usion  model,  the  article
highlights  the  long  running  challenges  of  studying  digital  media
from a museum perspective. Reflecting on previous uses of AI in
the museum,  they propose experiments  in  dataset  research and
analysis by which museums can evidence the use of their images in
the training of Stable Di�usion. But these experiments also aim to
develop ways in which changes in cultural value can be analysed
and theorised when art collection photographs get operationalised
in  LAION  5B.  Sketching  the  first  steps  of  an  epistemological
analysis of image aesthetic assessment and aesthetic predictors
from the perspective of museum values and aesthetics, I call for a
more thorough engagement with the discourses and practices on
art  developed  in  computer  sciences  so  that  new collective  and
connected imaginaries of culture and advanced technology may be
constructed.
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Introduction

Art  museums have tended to  frame their  understanding of  AI  as  an  add-on to
existing museum activities  and a tool  to  fulfil  legacy missions  like  conservation,
collection activation, museum learning or productivity gains. This utilitarian approach
has clear benefits in supporting various aspects of museum work. But focussing too
closely on this dimension disregards not only the heterogeneous systems that fall
under  the  umbrella  term  ‘AI’  but  also  the  economic,  social  and  cultural  forces
shaping it. Whilst museums like Tate have taken small steps in this direction with
projects such as Transforming Collections, a more focused discussion of images and
AI,  aesthetics  and  technology,  values  and  automation  can  help  address  “the
yawning gap” (Rutherford 60)  that  is  said  to  separate the mindsets  of  museum
practitioners and computer engineers.

Research into this area is crucial to fully understand the technological ecosystem
that art institutions such as the Tate gallery participate in and to inform their public
programming and curatorial practices, considering the emerging digital politics of
generative AI systems. Museums also raise significant problems about the formation
of  aesthetic  and  cultural  value  around  aesthetics  and  visuality  as  they  get
conceived in the case of Stable Di�usion, a popular generative AI model and digital
image  generation  service  that  is  widely  used  in  commercial  systems  such  as
Midjourney or DreamStudio.

The aim of this article is to demonstrate the use of images issued from the Tate’s
collection in the training dataset of Stable Di�usion (SD) and briefly explain how
this influences the production of images generated by this model. Once this link has
been established, I  will  argue that divergent sets of values regarding art and its
purpose emerge from the computer sciences literature in what I tentatively propose
to call a computational approach to aesthetics. In relation to SD, this approach is not
only a set of computational image-processing techniques that radically change the
contextual  use  and  nature  of  images  harvested  from  the  net.  Instead,  these
generative techniques also produce and interpellate subjects as objects of scientific
research and automation, as well as producers and consumers of data. Not only
does  SD  rely  on  the  automation  of  creative  and  cognitive  tasks  previously
performed by humans, but its operations are predicated on prior modes of attention
capture  and  commodification  that  underlie  current  digital  platform  economies
(Nixon).  Before  undertaking  this  critical  discussion,  I  will  shortly  survey  existing
approaches that have been adopted to generative AI within the museum sector in
what I think are archetypal examples.

AI in the Museum

AI’s  areas of  application in  the museum are numerous but  I  will  be focusing on
projects involving digital collections of art and how AI has been used to open the
collection or create new ways of searching it.
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Custom AI models such as the Digital Curator (2022) have been built to retrieve
patterns  within  large  amounts  of  collection  data  from  a  consortium  of  Central
European  art  museums.  The  browser-based  platform  enables  users  to  see  the
statistical  occurrence  of  objects  such  as  “melons”  or  “monsters”  by  period,
geography or  artistic  movement.  It  opens  the  metadata  of  collection  images  to
visitors whilst also incentivizing them to discover lesser-known artefacts.

This  idea of  the discovery of  new images is  also present in  other projects.  The
Rijksmuseum’s Art  Explorer  (2024) invites users to write prompts regarding their
current emotional state, their likes and dislikes into a browser-ran generative pre-
trained  transformer  model  (GPT)  that  then  retrieves  assets  from  the  digitised
collection. The interface aims to create a more intimate and a�ective approach to
the  collection,  surfacing   works  the  user  wouldn’t  have  intuitively  searched  for
themselves.

On the other end of the spectrum in the context of Helsinki Biennale, the Newly
Formed  City  (2023)  project  deployed  AI  to  curate  an  online  exhibition  where
artworks from the Helsinki Art Museum’s collection are located on a web mapping
platform of the city. The artworks are algorithmically selected, placed on a digital
map  and  the  digital  images  of  paintings  or  sculptures  get  inserted  into  the
panoramic digital street views of these locations. This model applies a filter to the
surrounding  landscape,  like  augmented  reality  apps.  The  filter  transposes  the
artwork’s formal qualities such as colour, texture, materials, shapes onto the digital
landscape, providing a new experience of the city to local inhabitants and visitors
alike.

Many  more  examples  have  been  recorded  in  recent  literature  on  the  topic  of
museums and AI more generally. In 2021 Soufian Audry highlighted the emergence
of  AI  as  a  popular  topic  for  museum  exhibitions,  surveying  eight  international
exhibitions on the topic (4).

Similarly, the edited volume AI in Museums (ed. Thiel and Bernhardt) present the
various applications of AI in all areas of museum work from collection management
to education via marketing and curation. Hufschmidt surveys a hundred and twenty-
two such projects taking place between 2014 and 2019, with most of them focusing
on enhancing visitor experience of the collection with audio guides and collection
search-tools  (133).  Most  recently,  the  2025  MuseumNext’s  MuseumAI  Summit
brought together international museum professionals and creative technologists with
a focus on collection activation and visitor-data analysis using AI.

Museums are actively adopting AI-powered software to analyse or ‘activate’ the
vast amount of data they hold about objects in their collections. But it is very much
of  ‘adoption’  that  I  am  talking  about  here,  insofar  the  techniques  of  artificial
intelligence are  adopted from outside  the  museum by either  using o�-the shelf
models or commissioning creative technologists to do it for them. There is nothing
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inherently wrong about these approaches given the technical complexity of these
models and the significant skills  and investment custom models require.  But this
nevertheless isolates the museum and the development of AI products from each
other  as  separate  fields  of  life,  activity  and reflection,  with  little  to  no common
ground for dialogue or interrogation.

This separation is not without consequences and contributes to a “yawning gap”
between the concepts,  mentalities  and practices of  museums and of  developers
behind  AI  systems  (Rutherford  60).  It  reinforces  the  ‘black  box’  narrative  that
hinders  a  head-on  engagement  with  the  ‘AI  tech  stack’  (Ivanova et  al.)  as  too
complex or too big for scrutiny by researchers outside computer sciences (Bunz 26;
Gogalth 175). Whilst issues of bias, privacy or copyright are already being discussed
in the sector, art museums are largely lacking means to stir a critical reflection on
the inherently social and economic dimensions of AI technologies, their impact on
human  lives  and  the  role  of  the  museum collection  in  an  era  of  neural  media.
Considering AI in the singular mystifies the variety of techniques that are deployed
to analyse and synthesise large amounts of data, and the values that guide these
deployments. It leads the conversation away from the real problem: the human use
of these technologies with and on other humans.  The digital  politics of  museum
collections in an information society, the process of defining the values that guide
their existence and societal role, thus need to be revised considering emerging AI
powered neural medias (Fuchsgruber; Allado-McDowell)

This  idea  of  the  museum  having  societal  agency  builds  on  the  contemporary
articulation of its role as not only sites of collection preservation and exhibition, but
also spaces of experience centring the visitor, their needs and agency in what has
been called the post-museum (Hooper-Greenhill  22).  With roots in the nineteen-
nineties  new museology,  this  re-centring of  the visitor  and the civic  role  of  the
museum in the UK had also been pushed since the two-thousands by the focus on
culture’s  “use-value”  in  securing  government  funding  (McPherson  46).  This
reformatted the museum as a site of pedagogy and entertainment, to both address
the  growing  competition  of  new  media  and  experience  economies  for  public
attention, as well as produce measurable impact metrics to justify public funding of
these institutions (Scott,  Dodd and Sandell  9).  Whilst  this  policy orientation has
pushed a new industry of quantitative research about public impact and outreach,
the museum object remains conceptualised as holding an ‘intrinsic’ value that ties
personal experience to collective meaning making. In this definition, the artefact and
museum  expertise  (organisational,  pedagogic  and  curatorial)  mediate  the
representation of a social group to a symbolic world linking the past to the present
as well as a potential future, endowing heritage institutions with a unique societal
role (Crossick and Kaszynska 16).

Whilst this haptic dimension of the museum’s symbolic function is a constant in the
justification of museum collections and investment in preservation work, this intrinsic
value  of  the  object  has  been  complicated  by  digital  technologies  that  create
distance  between  the  audience,  the  space  and  the  object,  but  also  new
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distributed  modes  of  communication  about  images,  stories  and  experiences  of
artworks. The meanings and contexts of artworks have been further fragmented in
digital  networks  for  instance.  These  networks  multiply  the  sites  and voices  that
mediate  the  reception  and  discussion  of  artefacts,  and  trouble  the  institution’s
curatorial authority, which often relies on one-way broadcasting modes of online
communication (Styles;  Zouli).  Online media landscapes complicate not  only the
measurement, but the very conception of cultural value, as the parameters of art
and its  images’  experience change (Dewdney and Walsh 15).  A trend that  only
seems  to  be  accentuated  by  the  creation  of  machines  capable  of  identifying,
evaluating and recreating images of art  and whose values seem to conflict  with
values associated with artistic authenticity, creative labour or the disinterestedness
of  aesthetic  experiences.  There  seems  to  be  an  inherent  problem  with  the
‘alignment’ of values between institutional perceptions of art in museum collections
and emerging generative AI, which build on previous tensions from preceding digital
medias like television or the internet.

So, what is the transformation of cultural value that has taken place with the advent
of systems that can produce images of art with natural language text prompts? And
what does this say about the emerging relation of art museums to these models?

To answer this question, I will now evidence the link between Tate gallery and the
text-to-image generative AI model Stable Di�usion.

Di�used Images

i. the digital photograph of artworks

The Tate gallery is a national museum in the UK that consists of four geographical
sites across London, St. Ives and Liverpool. To use language from its previous media
strategies in the early parts of the two-thousands, Tate’s website was conceived as
the “fifth site” of Tate with its own programme and dedicated visitor resources (both
curatorial experiment and “brochure ware”) (Rellie). The history of this “fifth site”
can be traced back to the British Art Information Project (BAIP) of the late 1990s,
which  promoted  the  large-scale  digitization  of  collections  and  archives  across
national  portfolio  institutions in  the UK.  Whilst  digital  photography of  collections
started in the early nineties, the launch of the Tate’s website in 1997 is directly tied
to this digitization project in the build-up to the opening of the new Tate Britain wing
as part of the museum’s Millenium Project.

The current iteration of the collection website Art and Artists displays more than
seventy-seven thousand collection photographs ranging from film stills to paintings
via artist sketches and installations. Most photographs are available under creative
commons licenses or can be licensed for a fee from Tate. Guiding the release of
these images online was the idea of supporting access to the collection, regardless
of geographical and temporal boundaries. It supported the fundamental targets of
this  national  museums’  mission  statement  to  promote  the  appreciation  and
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understanding  of  British  and  international  art  to  the  public  in  addition  to  the
preservation of collections in digital form. Adjacent to these aims, the net was also
conceived  as  a  site  of  free  information  circulation,  as  well  as  an  expanded
marketplace where virtual visits would translate into ‘real’ footfall and income in the
gallery (ticketing, catering, gift shop).

Figure 1: Screenshot of the Art and Artists Section of the Tate Website. https://

www.tate.org.uk/art (accessed 5. June 2025).

Digital  media  then  becomes  a  ground  where  disparate,  overlapping  values  get
negotiated: tools to support the cultural and civic mission of the museum to promote
its art collection as valuable in and for itself. Tools supporting governmental goals of
societal  regeneration  and  education.  But  also,  tools  to  support  the  emerging
entrepreneurial  business  model  of  the  museum  following  public  funding  cuts
(Hughes 9). The production of digital photographs of artworks in museums is thus
guided and animated by these divergent and concurrent values that co-exist when
being operated internally in organisational databases and circulated on the public
facing website.

The online circulation of the artwork’s digital image leads to a change in its nature.
Whilst  the  physical  artwork  remains  mediated  and  ‘framed’  by  the  institutional
discourse  and  values,  the  digital  photograph  of  the  artwork  once  online  gets
appropriated, reused and maybe misused in a multitude of ways by online users.
The circulation of digital images means that any image posted online undergoes
endless copying, compression, editing and pasting that impact the image technically
(degraded  resolution,  dimensions,  watermarks,  captions),  and  culturally  by
decontextualising the image (Steyerl, “In Defence of the Poor Image”). Once online,
the museum relinquishes a degree of control over its reception and uses, including
its reproduction, derivations or commodification. This network of online circulation is
the ground on which the museum meets new AI systems such as Stable Di�usion,
which I will briefly present now.
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ii. the images of Stable Di�usion  

Stable Di�usion (SD) is a popular generative AI system developed by the Ludwig-
Maximilian University of Munich and the British private company Stability AI. The
system can  generate  images  from natural  language prompts.  SD operates  on  a
di�usion  model  (DM),  which  is  a  process  of  deep learning  (Rombach et  al).  In
training a DM, a set of algorithms called a neural network is iteratively improving its
capacity  to  remember  the  content  of  ‘images’  and  to  reconstitute  them  from
statistical noise. How does it do this? The DM relies on a process of noising — where
the data in input images is increasingly deteriorated by inserting Gaussian noise.
The aim of the model is to then denoise the degraded image by following successive
steps of reconstructing the target image (or ‘re-membering’, putting parts or pixels
back into their place). The noisy starting point has some structured clusters of pixels
remaining in it, which the model builds on to draw the outlines of its target image.

How is this prediction process guided? DM utilises a pre-trained machine vision
model  called  the  Contrastive  Language-Image  Pre-training  (CLIP),  which  ties
textual descriptors to image data within a latent space (Radford et al).  A latent
space is a high-dimensional statistical space where image data and text data are
converted into machine-readable numerical  tokens.  These tokens act almost like
coordinates on a 3D map and each token’s position is determined by the statistical
frequency of their co-occurrence in the training data. This is essentially the model’s
‘attention’ to the context-specificity of certain words and figures, and how it can
di�erentiate the ‘apple’ in a tree from ‘Apple’ computers. This is also how the model
can be steered to produce new images that may not exist in its dataset by writing
text-prompts. The prompts connect di�erent areas of the latent space and enable a
hybridisation of the data. The model aims to guess how these images would look like
and rely on the successive feedback of humans but also automated models to either
validate  or  reject  its  predictions  and to  re-adjust  its  process.  The  illustration  in
Figure 2 aims to illustrate the prediction process of SD, denoising a seed image in 4
stages for the prompt “photorealist image of an apple-computer (1 steps, 4 steps, 5
steps, 15 steps).

Figure 2: four denoising steps on Stable Di�usion (v. 2023) ran on ComfyUI. https://

huggingface.co/stabilityai/stable-di�usion-xl-base-1.0/tree/main

In this broad summary, I hope it is clear that generative models like SD rely on the
association  of  natural  language descriptors  to  image data.  Also  essential  is  the
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compression of this data into a new tokenised form, distributed in a multidimensional
vector space according to the statistical frequency of their occurrence. By using
language and mathematical abstraction, a semiotic-visual syntax and vocabulary is
developed. The model is seemingly able to ‘know’ what an apple or a computer
looks like and thus be able to ‘predict’ what an Apple computer or image an ‘apple-
computer’ must look like, based on its ‘memory’ and attention to context in the latent
space.

It  is  inevitable  that  the  popularity  of  this  di�usion  model  will  be  supplanted by
another model in the years to come, especially given the speed at which research is
moving in the current AI arms-race (Aschenbrenner).  I  would still  argue that the
fundamental  representational  logic  of  generative  image-making  is  unlikely  to
change. This logic relies on the collecting, modelling and articulation of images with
language and mathematics to make them machine-readable. Whilst in contemporary
art theory semiotics had been mostly evacuated from the visual field, particularly
with  the  ‘autonomy’  thesis  of  the  artwork  and  the  challenged  ‘indexicality’  of
photographic  images,  the  concepts  behind di�usion  models  take a  diametrically
opposite approach. In di�usion models, images are framed as solid representations
of  a  homogeneous  reality  that  is  describable  by  language  and  statistics.  This
correspondence  of  images  to  reality  in  DM  raises  a  series  of  broader
epistemological  questions  about  images  of  art,  their  treatment  in  generative  AI
research and the underlying aesthetic culture of this technology. On this basis it is
enlightening to look at the ways images are pre-processed for models like Stable
Di�usion in their visual memory bank, namely the dataset LAION 5B.

iii. Images of LAION  

Here the online circulation of collection images ties into the pipeline of machine
learning training of SD. The training process requires large amounts of image-text
data, which in the case of SD were harvested from the internet using a bot called a
crawler.  Whilst  the  initial  crawling  process  of  downloading  large  swaths  of  the
internet  was done by a not-for-profit  organisation called Common Crawl,  it  was
another not-for-profit, LAION which with the support of Stability.AI and the LMU
curated and compiled the LAION dataset (Schuhmann et al). Currently LAION-5B is
a five billion strong dataset with images and text harvested from the internet.  It
contains both the ‘best’ and the ‘worst’ of the internet, from amateur websites to
stock photos, photographs posted on Flickr or digitised artworks. In my research at
Tate,  I  chose to  work  on di�usion models  like  SD because the training dataset
LAION is available open-access and thus searchable. Until recently LAION-5B was
available for free download on Hugging Face but in 2024 significant amounts of
harmful,  abusive  and  illegal  content  was  discovered,  forcing  its  removal  from
circulation  until  a  full  audit  is  completed  (Thiel  7).  The  sheer  amount  of  data
contained  in  LAION  means  that  having  the  images  checked  by  humans  was
considered  impractical,  too  lengthy  and  too  expensive.  For  these  reasons  the
reviewing process was automated with an object recognition system. The system
was tasked to rate the ‘safety’  of  images depending on their  likelihood to have
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harmful  content  or  poor  image  quality.  LAION’s  five  billion  images  had  been
algorithmically reviewed. The algorithm had failed on several occasions.

A smaller subsection of LAION considered to be safer and of a ‘higher aesthetic
quality’  is  still  online  and  available  to  download.  This  LAION-Aesthetic  subset
contains eight-million lines of data. Each item includes certain essential information
including the source URL of the images and text.  

I  coded  a  simple  search  tool  to  identify  assets  issued  from  the  Tate  website.
Browser-run search-tools had previously been available for LAION-5B until it had
been taken o�line. I settled on the use of Datasette, an open-source software that
enables the search of datasets using the SQLite relational database model.  The
software  was  coded  and  ran  using  the  cloud-based  development  environment
Github Codespace. I used a free plan and ran the program from my laptop using a
2-core, 8GB RAM, 32GB virtual machine.

Because  LAION-5B  and  LAION-Aesthetic  are  presented  as  relational  datasets
made of columns holding asset metadata, I had the possibility of filtering LAION-
Aesthetic by search terms. As each image-text pair was indexed with their source
URL, I was able to filter the database for the domain “tate.org.uk” and received 354
results back. The scraped images ranged from works by J. M. William Turner (thirty-
two in total), a photograph of the sculpture Winter Bears (1998) by Je� Koons or
illustrations by Beatrix Potter. Nine women artists were represented out of a total of
125.

Figure 3: Searching for URLs matching “tate.org.uk” on LAION Aesthetic using

Datasette.

Fourteen works were from the 1700s,147 from the 1800s, 132 works from the 1900s.
The rest of the images did not contain a date in their text data. All images, to the
exception of Winter Bears, were photographs of two-dimensional paintings. These
figures largely reflect the make-up of Tate’s collections. For instance, the Tate holds
37,000  works  and  sketches  by  William  Turner,  the  majority  of  which  has  been
digitised.
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This selection of images illustrates a data bias towards representing works from the
art historical canon. The type of images present in databases like LAION are an
essential part of the conversation on the biases of AI systems, which has been the
subject  of  significant  attention  in  critical  AI  scholarship  and  computer  sciences
(Ferrara 2). This bias is also recognised by the developers of SD: “deep learning
modules tend to reproduce or exacerbate biases that are already present in the
data” (Rombach et al. 9). But saying that the bias lies “already” in the data seems to
ignore biases that occur when programmers process, mediate and operationalise the
collected data (O�ert and Bell 1133). By this I mean that LAION is not just made up
of raw data collected from the wild. Instead, a series of human decisions based on
cultural and technical rationales determine what data gets used, how and why. For
this reason, models like SD don’t generate new media just out of raw data but are
deeply informed by decisions underlying the collection of data, human interpretation
of this data and the aims they want to achieve with it. The bias is already in the
human process of capturing the world as information in what could be called the
‘capta’ (Drucker 2).

Figure 4: Image of Apples in LAION Aesthetic. Described as ‘apples’. Aesthetic

Score 818764114379828. Source: Bird Feeder Expert website, https://

birdfeederexpert.com/wp-content/uploads/2020/12/orchard-1872997_640.jpg

Looking closer at other categories of the dataset the column “aesthetic” stands out.
“Aesthetic” denotes the aesthetic score attributed to each image on a sliding scale
of zero to ten to measure its aesthetic quality. This quality score is a prediction of
the image’s appeal to a human viewer and the scores categorise images in LAION
from poor to good quality. The images are distributed in ‘buckets’, that is groupings
of images by score. The lowest buckets are poor resolution images with watermarks
for example and those which supposedly contain potentially harmful content, whilst
the  high-quality  images  are  in  the  buckets  8  to  10.  Thus,  images  are  not  only
described  in  terms  of  their  content:  apples.  They  are  also  rated:
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this image of apple scores 8.18764114379828. This is very interesting at two levels:
how are images evaluated for their aesthetic quality? And why are they evaluated?
It is to these questions I turn attention to in the next section.

Image aesthetic assessment: virtual viewers and platform
capitalism  

Just as they are analysed for perceived harmful content (their safety score), images
in LAION are allocated an aesthetic score automatically using a modified version of
the CLIP model called an aesthetic predictor (Schuhmann & Beaumont).

Two  datasets  were  used  in  CLIP  aesthetic  predictor’s  pre-training,  namely  the
Simulacra-Aesthetic  Captioning (SAC) and the Aesthetic  Visual  Dataset  (AVA).
Both datasets are considered benchmarks in machine vision research. Both SAC
and AVA contain photographs scored by humans either on online photo competition
platforms or by research participants in academic studies. SAC contains ratings for
230 000 AI-generated images (Pressman),  whilst  AVA contains 250 000 images
with  ratings  and  comments  collected  from  the  photo-challenge  platform
DP.Challenge  (Murray  et  al.).  Both  SAC  and  AVA  were  used  in  training  the
aesthetic predictor for LAION and thus inform the production of SD’s memory and
its  parameters  for  evaluating  appeal.  But  how  is  this  appeal  defined  and
determined? Especially since appeal appears at first as a subjective phenomenon.

Underlying the automation of aesthetic rating, lies the scientific e�ort to theorise
and measure the impact of images on humans or elucidate the qualities that make
an image appealing. The field of Image Aesthetic Assessment (IAA) takes up this
question, with research being undertaken in neurosciences, cognitive psychology,
computing and marketing research (Bodini 5). The aim of IAA is to determine what
makes  an  image  beautiful  and  to  produce  experimental  apparatuses,  including
computational simulations, to support these theories. Surveys of the literature show
significant previous e�orts to develop an automated assessor based on the formal
analysis  of  artworks.  This  means  hand-crafting  arbitrary  lists  of  positive  visual
qualities, such as composition, subject, rule of thirds, colour combinations, contrast
and more (Deng, Loy and Tang, 6). This approach however has lost in popularity
since the appearance of deep neural networks that utilise large amounts of data and
bypass the need for hand-selected features. The idea that there are a-priori formal
qualities underlying the aesthetic appeal of images could be called an objectivist
approach to  the  study of  aesthetics  (Bodini  4),  because it  centres  the  object’s
qualities as the source of subjective aesthetic experiences. In contrast, current deep
learning models  aim to  mimic  the  behaviour  of  human test-groups  without  prior
knowledge of formal qualities that make a visual object appealing. In this subjectivist
approach, the impact of an image on its observer takes precedence over formal
qualities. In general, this approach aims to measure the impact of individual images
on a scale from zero to ten on thousands of human test subjects to produce average
scores  on a  large body of  images (Folgerø  19).  A deep neural  network  is  then
trained  to  start  recognizing  patterns  of  pixels  that  tend
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to  be  associated with  high  human scores.  These  minute  pixel  patterns  that  are
invisible to the human eye are the building blocks from which the machine perceives
appeal, a process that seems completely opposite to human ways of perceiving and
receiving images as totalities, rather than minute details. In this paradigm, appeal is
not  a  tangible  objective  quality  but  a  statistical  trend  that  ‘emerges’  from  the
aggregate  of  human  ratings  collected  ‘in  the  wild’.  Echoing  Chris  Anderson’s
controversial 2008 claim that big data marks the end of theory in scientific research,
current IAA paradigms assert that with enough data, numbers can not only explain
but also make aesthetic judgements.

CLIP Aesthetic is built on this subjectivist approach because it has taken most of its
scores from online photography websites. One of them, DP.Challenge, is an amateur
photography competition run by the Digital Photography Review since 2002. Users
are invited to organise thematic competitions and to upload images, which are then
anonymously scored and commented.  This  is  the data used for  CLIP,  but  other
researchers have proposed to use Reddit’s r/photography discussion thread (Nieto
et al) or Flickr comments (Soydaner et al) as alternative data sources to train IAA
deep  learning  models.  The  scores  are  averaged,  but  also  sometimes  require
correcting  as  simple  averages  tend  to  neglect  sentiment  polarity.  Polarity,  the
presence of both very high and low ratings simultaneously, defines an image as
‘divisive’  because  the  consensus  on  its  score  is  considered  less  reliable.  These
polarizing images are often removed from the training set because images that have
wider appeal are considered ‘truer’ examples of aesthetic attractiveness since they
gather unanimous agreement amongst scorers (Park and Zhang). In a sense CLIP
aesthetic predictor is a simulation of user behaviour on platforms like DP.Challenge
(as well as the university student test group of AVA, which should be discussed in a
separate paper). The aesthetic predictor’s aim is to predict reliably the appeal of
images, and thus the middle of the road, or ‘mean’ aesthetic gets prioritised over
images that may be divisive or appear unconventional to users. Underlying these
aims is to make the model as popular and appealing as possible to a wide user- and
consumer-base.

This notion of unreliability is important to discuss the di�ering value systems that
guide  SD  and  museums  when  they  utilise  digital  images  of  art.  In  the  training
pipeline, the attribution of aesthetic scores dispels the idea of text-image data as
something  “already”  in  the  data.  It  is  a  capta  in  the  sense  that  the  choices
underlying the selection of the data, the source of the data and the truth-value
assigned  to  this  data  are  processes  of  capturing  and  socially  interpreting
information within an epistemic and technical framework. In this situation, the aim to
produce  appealing  images  with  SD  means  that  a  way  of  formalising  aesthetic
appeal becomes a technical pre-requisite for the synthesis of new images. Images
from  museum  collections  are  inputs  for  machine  learning  and  the  cognitive
processes  of  human  viewers  of  art  also  become  conceived  as  inputs.  The
formalization of  appeal  requires its  definition and in the case of CLIP-aesthetic,
appeal is defined as the statistical frequency of pixel patterns unconsciously liked
by online photo communities. The user ratings from DP.Challenge then constitute a
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‘ground truth’ of aesthetic appeal (Sluis) in the development of image generators
like  SD.  These  ratings  are  representative  of  a  generalizable  human  cognitive
response to images and can be inferred to make guesses about the appeal of future
images. This process is automated in CLIP and finally defines the aesthetics and
visual look of images produced by SD. Generative AI then not only translates a
further  datafication  and commodification  of  images of  art,  but  a  datafication  of
photo-competition  participants’  cognitive  labour  when  they  produce  scores  and
feedback about photographs. In this sense, these systems do not only treat images
from national art collections as a means to an end, but they also objectify human
interactions with these images, they objectify aesthetics.

Analysed  from  a  visual  cultures  or  aesthetic  theory  perspective,  this  approach
seems to have several problems. The inductive nature of the reasoning behind the
operationalization of this subjectivist approach is problematic because the ratings of
amateur  hobbyist  photographers  from  North  America  are  confounded  with  a
universalizable  notion  of  aesthetic  taste  (Sluis  and  Palmer).  This  generalization
highlights a Western photographic unconsciousness in generative AI but also points
to the strong geographic and cultural contingency of the aesthetics promoted by
DP.Challenge. This also applies to CLIP aesthetic as it was trained on the same
data. It could be said then, that LAION-5B is organised by an automated ‘virtual
viewer’ of these images, a sort of ‘virtual connoisseur’ with median aesthetic taste,
engineered by a mixture of  cognitive psychology,  neuroaesthetics,  statistics and
computing. The aesthetic predictor is a form of automata, performing human-like
labour of indexing and tagging but its logic seems alien to the a�ective charge of
human  reception  and  interpretation  of  images.  It  is  built  on  data  about  human
behaviour, but the predictor’s behaviour is very di�erent from the subjective human
experience of the world, which seems to change at every iteration, particularly in
the case of art. Art is characterised by the di�iculty to agree on its definition, but
also by a polyvocality  in  the experience of  individual  artworks.  To just  quote a
historical example used by Helliwell to discuss value alignment in AGI, the work of
Vincent Van Gogh, who was one of the early artists to be used to showcase the
power of style-transfer (Gatys et al 5), was derided during his lifetime. His work got
positive recognition only decades after his death and points to the fact that the
appreciation of artistic styles changes over time and is not a fixed quality, which can
be captured at one point and reproduced indefinitely. Theoretically this means then
that SD’s logic would prohibit the spontaneous emergence of new visual aesthetics
that do not conform to existing tastes and preferences. The algorithms then appear
as deeply conservative. A reality that stands at odds with the recurrent discourse of
progress, democracy and futurity invoked by the developers of these systems.

Conclusion: From Images to Attention Economy

But why is generative image-making the object of so much economic investment,
artistic controversy and popular mass adoption? I argue that the techniques behind
image  generation  actually  build  upon  and  reinforce  the  commodification  of  the
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online  space.  It  frames  users  as  customers  and  any  data  as  resources  to  be
extracted and monetised. The subject being automated in generative AI’s virtual
viewer reflects this atomised subject of digital platform economies. Online users are
being atomised because the platforms on which they build their online existence aim
to increasingly isolate them from each other, whilst also extracting as much capital
from them in the form of service income or the data they produce (Bridle, 91). This
atomisation is further reinforced by these platforms’ reliance, from social media to
generative platform,  on the commodification,  capture and retention of  the users’
time and attention. This race to capture attention lies behind early investment in IAA
research  so companies could better understand how online consumers act. Internet
users  are  simultaneously  interpellated  as  consumers  by  algorithmic
recommendations within a wider digital marketplace for the provision of goods and
services (Terranova 2; Hentschel, Kobs and Hotho 2; Baeza-Yates and Fayyad 132).
The political economy of attention in communicative media discussed by Nixon ties
the epistemology and techniques of aesthetic appeal in generative AI. It also ties to
the wider  exploitation of  data produced by image-makers,  artists,  museums and
online commentators worldwide.

This process of attention capture, extraction and image generation perpetuate data
colonialism’s  framing  of  digital  networked  images  as  “an  ‘open’  resource  for
extraction  that  is  somehow  ‘just  there’  for  capital”  (Couldry  and  Mejias,  337).
Previous logics of  platform companies such as search engines and social  media
extend  the  creation  of  new  consumer  needs  in  the  form  of  mercantile  image-
generation  services  online.  By  extracting  digital  images,  companies  selling
generative AI services have e�ectively privatised the internet commons. This lies at
the source of controversies with artist lawsuits, scriptwriter strikes and cross-sector
concern about the future of creative economies. This process of data pillaging, data
colonization  and  privatization  runs  parallel  and  within  the  scientific  project  to
measure,  define  and  quantify  human  psychological  and  cognitive  processes  to
predict the appeal of images, messages and information, both analogue and now
synthetic. These techniques of observation, and now generation, continue to inform
a symbiotic relationship between emerging modes of visual culture, scientific study
of human cognition and emerging modes of economic exploitation (Crary).

This subject atomisation in the digital sphere and reality driven by the aesthetic
predictor,  the visuality of SD or the marketplace of consumer-oriented platforms
stands at  odds with  the  cultural  values  that  are  usually  associated with  artistic
heritage  and  its  digital  images.  Leaving  aside  the  ways  in  which  generative  AI
models  decontextualise  all  images  in  their  datasets  to  exploit  their
representativeness and reduce them to textual descriptors and aesthetic scores, the
political  economy of these models tends to disenfranchise artists and break the
symbolic  function of  images as a site where meaning,  identity and histories are
collectively negotiated, preserved or relinquished. As pointed out by Steyerl,  the
formation of a common-sense of aesthetics relies on the messy, asynchronous and
sometimes unresolved reception of images,  whose attraction may endure even if
their  appeal  is  polarizing  (Medium  Hot,  51).  This  raises  questions  about  the

2



APRJA Volume 14, Issue 1, 2025

96

possibility  of  alignment  of  museum  missions  with  the  emerging  visuality  of
generative AI.

Despite their creators’ aspiration to "democratize high-resolution image synthesis"
(Rombach et al. 1), the inherent political economy of the aesthetics of systems like
SD appear more to alienate than to strengthen social bonds and promote creativity.
LAION’s virtual  viewer is  not fully the same viewer as the human in the gallery
space  or  the  museum  website.  The  instability  and  free-play  associated  with
aesthetics gets reduced to rational choice-making subjects modelled according to
contemporary  market  logics  in  aesthetic  predictors.  Not  that  market  logic  is
exclusive  to  the  machine,  it  also  animates  the  values  behind  museum
entrepreneurialism,  although  these  values  are  constantly  negotiated  and
problematised  within  the  linear  progressive  values  of  the  institution  issued  from
representational artistic modernity (Dewdney, 5).

By standing at the crossroads of new forms of economic exploitation and emerging
forms of human image making, generative AI problematises what it means to look at
images, where we look at them and what infrastructures facilitate these modes and
techniques  of  vision.  It  also  raises  questions  regarding  art,  images  and  private
property. The process of privatizing data issued from the internet commons reframes
all data as a resource to extract and own, thus determining who gets to monetise it,
when  and  how  (Bailkin,  14).  A  similar  paradigm  of  property  ownership  is
characteristic of the way in which museum collections operate, the exhibition being
a format  that  conditions  what  works  can  be seen,  how and when.  But  museum
websites have gradually disrupted this property paradigm. For instance they have
aspired to open the collection’s stores and promote the idea of artwork stewardship:
namely that artworks in collections are not mere possessions but rather common
goods that need to be managed for the good of all (Cheng-Davies, 290). Common
goods  understood  as  that  which  benefits  the  community  of  users,  be  it  in  the
promotion of social cohesion, provision of education, improvement of mental health
or some other projected value of the artwork. Whilst the common good can be seen
to animate museum activities when they release digitised collection data online and
partake  in  public  programming,  it  is  less  evident  in  the  way  that  commercial
generative AI platforms use images issued from national collections. The opacity of
platforms like Midjourney or Dall-E that hides behind convenient user-interfaces,
reinforces barriers to a wider understanding of how these systems work and the
economic processes that make them possible. This then poses two problems for the
humanities and museum institutions: how can cultural institutions reassert a common
capacity of anyone to understand and tinker with these systems? What mechanisms
or imaginaries need to be formulated, and by whom, to redistribute the benefits of
these generative technologies for a common good: creatively, societally, financially?

The  task  at  hand  is  then  to  develop  strategies,  curatorially,  organisationally  or
infrastructurally that promote the reappropriation of data heritage, digital commons
and  a  social  ownership  of  the  means  of  prediction.  As  a  site  of  heritage,  with



The Computational Approach to Aesthetics

97

buildings, expertise, objects and archives, the museum has the a�ordance to bring
strangers together and maybe turn them into neighbours and community-members
(Balshaw). This coming together is essential, not only to share grievances but also a
common  capacity  to  deliberate  what  the  common  good  looks  like  in  a  specific
situation,  place  and  time.  Even  if  the  museum  is  defined  by  conflicting  values
including  strong  market  forces,  it  also  values  criticality  as  a  mode  of  culturally
engaging with their histories and collections. This means there are a�ordances in
the  current  value-system  and  infrastructure  of  the  museum  to  engage  in  this
conversation about re-commoning data heritage. As argued at the beginning of this
article, the starting point needs to be an understanding of the technology from the
perspective of those a�ected by it: institutions, humans, communities and cultures.
As Katz writes: “Explanation of rules is a prerequisite for the democratic control of
rules”.  (22)   What  this  democracy  may look  like  in  the  museum remains  to  be
imagined and opens a line of research into the techno-aesthetics of generative AI
models, not only to inform new museum activities but maybe assert the right and
necessity of cultural workers to have a say in the ideas and applications of these
fast-moving techniques. It is thus not only the rules guiding the algorithms that need
to be explained but also the rules of the emerging political economy of corporations
and digital platforms powered and guided by AI that need to be elucidated within
visual culture.
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