
In this article, we examine surprising examples of how AI-driven political entities
integrate within the public sphere. We focus on an image illustration by The
Guardian that depicts the US President Joe Biden alongside three agents of The
Synthetic Party (Det Syntetiske Parti, DSP) from Denmark, focusing on the theme of
deepfakes and elections. We argue that The Guardian’s portrayal of Biden/DSP
highlights a paradoxical shift caused by what we call a ‘deep faking’ within a ‘flat
reality.’ On this basis, we venture into a conceptually transversal intersection of
geometry, politics, and art by interrogating the wide flattening of political realities —
a transformation conventionally characterized by a perceived move from depthful,
nuanced discourse to a landscape dominated by surface-level engagements and
digital simulacra. We suggest that this transformation may lead to a new political
morphology, where formal democracy is altered by synthetic simulation.



In this essay, we theorize surprising examples of how AI-driven political entities
integrate within the public sphere. More specifically, we provide an extensive image
analysis of an illustration on deepfakes and elections, published by The Guardian
February 23 2024, which features the US President Joe Biden alongside three
agents of The Synthetic Party (Det Syntetiske Parti, DSP) from Denmark; an entity
which o�icially is the world’s first AI-driven political party.

We suggest that The Guardian’s constellation of Biden and DSP represents a
seemingly paradoxical positioning of what we call ‘deep faking’ within a ‘flat reality.’
Our concept of ‘deep faking’ — distinguished from ‘deepfaking’ by the deliberate
insertion of a space — extends beyond mere technological manipulation to
encompass a broader philosophical interrogation of reality, authenticity, and
political representation in the age of AI. Formulating a methodological framework on
the basis of The Guardian’s portrayal of DSP, we interpret the image illustration
through the lens of a ‘morphology of flatness,’ designating a conceptually
transversal intersection of geometry, politics, and art.

Subsequently, we proceed from the image analysis to elaborate the broader field of
integrations between DSP and public spheres. The aim here is to theorize how a
new political morphology can arise from the topological recalibration of a formal
democracy transformed by its synthetic simulation. Building upon Sybille Krämer’s
work on flatness as related to the artificial practices of engraving, illustration,
application, and inscribing — essentially, strategic uses of two-dimensionality or
surface thinking — we situate the image illustration from The Guardian as
emblematic of a quite common cultural critique. Hereby, the morphological
framework focusing on planes of flatness is ‘hooked’ to our concept-work with the
strategic intent of stepping away from the habituated emphasis on ‘deepness’ as an
axiomatic complexity conventionally ascribed to social reality.

What we thus aim to do is at once to analyze The Guardian’s illustration of DSP and
to pinch into every little detail contained within the image. This includes examining
how the synthetic practices manifest in the context of DSP and public spheres can
serve as a cue for analyzing flattenings-at-work. The ‘flat reality,’ as we designate
it, is not inherently positive or negative. To navigate it requires an expanded
morphology within the ongoing dissolution of previously distinct categories such as
‘content’ and ‘substance,’ and within the wide realm of ‘political form.’ We seek to
map out how DSP’s appearance of a ‘deep faking’ can provide a strategic handle to
operate alongside the sedimentation of boundaries within this landscape.



To accompany a news article on the role of artificial intelligence (AI) deepfakes in
the upcoming “year of elections,” where 40% of the global population can cast their
vote (Yerushalmy), The Guardian has provided a quite peculiar visual puzzle.  At
first sight, the image illustration seems to be a rather unremarkable depiction of
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American President Joe Biden addressing the public from behind his campaign
podium — a familiar political tableau of an animated speaker, gesturing fervently
while addressing his constituency. However, a close examination reveals a surprising
palimpsest-like overlay on top of Biden’s figure: a translucent chat interface. This
chat, however, does not merely represent a generic social media screendump, but
specifically shows a conglomerate of chatbots discussing internal party politics at
the Discord-channel of DSP. Perhaps tellingly, the party’s figurehead, Leader Lars
[Leder Lars], is represented through text lines superimposed right on Biden’s mouth.

Guarding their journalistic credibility, The Guardian’s team were probably hesitant
to publish any ‘real’ deepfake of Biden that could afterwards circulate freely on the
web. However, employing a chat thread in Danish to depict the “year of elections”
constitutes a somewhat idiosyncratic decision, the precise rationale for which
remains elusive throughout the article. Reading the text of their article, we can thus
speculate that the editors and journalist sought out illustrative material aligning with
their curiosity towards, as is stated in the end, that which “we’re already scared of,”
but “can’t imagine yet” (ibid). This interest led them to quote an MIT review on the
most stupendous impacts of AI on democracy, in which DSP was deemed as an
important milestone (Schneider & Sanders). Subsequently, The Guardian’s team
could then find images of DSP within their international stock footage bank, as
provided by the AFP (Agence France Presse), and make use of these for the
illustration.

In the context of The Guardian’s illustration, DSP and Leader Lars are portrayed as
actual political entities on par with Joe Biden, despite lacking his elected legitimacy.
The depiction of Biden’s vigorous communication towards the audience anchors the
viewer’s understanding in the familiar theatrics of democratic representation. Biden,
hereby, comes to represent the ancient human background for governance;
emblematic of the personalized political structures and the gravitas of societal
governance (an almost archaic iconology that goes back to ‘steermanship,’ recalling
the etymology of ‘cybernetics’ from the Greek kubernḗtēs, as a ship ‘guide’ or
‘governor’). At the same time, however, this spectacle is unsettlingly disrupted by
the superimposition of the Discord chat, which comes to act as a visual metaphor; a
rebus for an AI-riddled public sphere. The seamless integration of these two
otherwise very di�erent layers hints at a political landscape where the boundaries
between artificial and human are overlapping to the point of an actual synthesis.



The inability of The Guardian to publish an authentic deepfake underlines a
significant moment for cultural archives, pointing to the challenge of navigating
electoral power in a time where AI chatbots, such as Leader Lars, vie for a presence
in socio-political discourse. As an expansive morphological whirlpool encircling
processes of automation around forms of contemporary public enlightenment, we
find that The Guardian’s representation of DSP showcases a perceptual shift
towards the role of AI in shaping democratic processes. The Biden/DSP-illustration
emerges at an intersection between technological innovation and political
imagination that not only challenges conventional understandings of democratic
agency, governance, and representation, but also signifies a profound shift in the
nature of political engagement and the form of the public sphere itself.

Being recognized by the Danish state since April 2022 allows DSP to claim being
o�icially the world’s first political party driven by AI (Xiang).  Founded by the artist
collective Computer Lars and the non-profit art association Life with Artificials.
DSP characteristically holds the ambition to represent the 15-20% of citizens who
do not vote for parliamentary elections. This endeavor is pursued through a
hypothesis of “algorithmic representation,” by which the party generates its political
program on top of a training set collected from over 200 Danish micro-parties
(Computer Lars). The party thereby represents a reformulation within the politics of
absence, as a representative mix-up of the algorithmic governmentality evoked by
computational infrastructures (Rouvroy) with the multitude of global undercommons
that “surround democracy’s false image in order to unsettle it” (Moten & Harney 19).

As an anti-political hodgepodge of democratic backdrops, it becomes appararent
how it is not merely the AI-driven party nor the chatbot politicians.  that
distinguishes the DSP as exemplary of the politically unimaginable in The
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Guardian’s illustration. Essentially, the distinctive aspect of DSP and Leader Lars in
relation to shaping public spheres should be stressed in the context of their
inception, which was a mere six months prior to the OpenAI’s ChatGPT-program
that brought generative language models into global everyday use. In this context,
DSP introduced the principled proposition of ‘the synthetic’ as an ideological
superstructure, marking the first formal integration of large language models (LLMs)
within a democratic framework. DSP thereby established a link between AI as
ideology (as a form of representational syntheticism) with a material basis (e.g., by
operating as an o�icial party reflecting datasets of other disenfranchised micro-
parties). DSP hereby fuses with formal democracy through its algorithmic
representation, and highlights how ideas of algorithmic governmentality are already
implicitly embedded within parliamentarism. Consequently, DSP and Leader Lars
manifest the power structures of a techno-social milieu transversing the
architectural structure of generative AI and the systematics of representative
democracy. With The Guardian’s superpositioning, DSP’s visibility is amplified,
positioning it as a distinct form of ‘shadow government’ that subtracts force from
dispersed power fields.

Analyzing the ‘flat layers’ inherent in The Guardian’s illustration, we discern a more
general overlap between synthetic agency and human actors, suggesting that this
layering on a formative level is related to a continuous flattening of political reality.
Through the lens of a cultural-geometrical dichotomy, where deep faking is
positioned within a flat reality, we propose an elaboration on the constructive
dimensions of a general leveling within political subjectivity. Drawing on Sybille
Krämer’s conception of flatness, stemming from her historical project of defining a
‘cultural technique of flattening’ — and with it, the intellectual tendency for
epistemically privileging “diving into the depth” (Krämer 2; Deleuze) — we extend
this inquiry to also encompass statistical and probabilistically grounded elements,
such as aggregation (Desrosieres) and manifolds (Olah). Turning to methods of
surface thinking and ‘flattening,’ however, it is crucial to note that our concept of
flatness as a creative and epistemological category is distinct from more ontological
discourses surrounding ‘flatness,’  as known from, e.g., speculative realism or object-
oriented ontology.

Here, the image in The Guardian’s article points to some of the problems concerning
the interplay of form and content within current political systems and public spheres.
Political discourses, once perceived as the substantial locus of societal power, are
undergoing significant shifts (Stiegler; Zubo�; Bratton). Living in a time
characterized by algorithmization, datafication, networking, and visualization,
Krämer diagnoses present societies as inescapably tied to the ongoing matrix and
medium of “artificial flatness” (Krämer 11-12). According to Krämer, this flattening is
nothing new, but indeed rooted in modernist ambitions of sciences, arts,



architecture, technology, and bureaucracy, with their flat “texts, images, maps,
catalogs, blueprints,” that render previously intangible concepts “visible,
manipulable, explorable, and transportable” (4).

However, while flatness was historically associated with transparency and control,
today it signifies a cultural technique that, paradoxically, introduces new forms of
opacity and loss of control. Krämer observes that while users engage with texts and
images on their screens as usual, behind the looking glass proliferates “a universe of
interacting networked computers, protocols, and algorithms proliferates like a
rhizome, which can no longer be seen or controlled by those located in front of the
screen,” Krämer writes (13). This multidimensional operation of flatness suggests a
‘thick metaphysics’ where flat surface levels spiral around any notion of depth.

In contrast to the prevalent diagnosis that cultural flattening leads to
homogenization and simplification reducing cultural artifacts to their “least
ambiguous, least disruptive, and perhaps least meaningful” forms (Chayka), our
understanding of flatness as a cultural technique stress more subtle presentations of
‘content,’ such as the Biden/DSP-illustration. As this example shows, there is a
fundamental perceptual dissonance heightened by synthetic media, where the real
is layered multidimensionally on the surface, while depth is merely the abstraction of
fake.

The deep faked Biden, in our interpretation, does not constitute a 'simpler' depiction
of an otherwise 'complex' social reality. What is 'flat' is indeed The Guardian’s
omitting of any context for the inclusion of DSP, pointing to a multitude of queries
related to authenticity, copyright, and ethical uses of images (Malevé). This
condenses the presumed depth of political discourse into a single plane of
representation, ‘the inscribed screen,’ stripped of any multiplicity, and reduced to a
mere graphic collapse of AI-generated realities and man-made truths. Beyond
these legalistic and ethical concerns, however, the representational layer of the
Biden/DSP-illustration itself — as well as its enunciative position and inclusion of a
chat interface — beckons our analysis into multiple dimensions of flattening.

To further analyze the surface-level overlays between form and content, we in the
following paragraphs suggest a quasi-geometrical conceptualisation of how the
public sphere integrates with DSP and Leader Lars to thematize, 1) the inscribed
screens of Discord as a digital engagement platforms that allows for DSP’s public
existence, 2) the enunciative planes of a chatbot politician such as Leader Lars’
interactions, and 3) the embedding spaces of an AI-driven political discourse, which
turns this morphological whirlpool around to plot how DSP and Leader Lars
themselves are operatising an internal model of the public sphere.

In the landscape of DSP’s political engagement, the inscribed screen represents the
dimension of immediate appearances within our elaboration of a ‘morphology of



flatness.’ As a form of ‘counterpublic’ (Felski) or a ‘metainterface’ (Andersen &
Pold), the DSP’s Discord-server serves as an entrance plane to the infrastructure
through which the AI-driven party can interface with a public constituency through
chatbot politicians.

Focusing on the overlay of the Discord chat-interface on The Guardian’s illustration,
the blurring of lines between what seems to be deep, real, or even true, and what is
flat, artificial, and fake, is the most apparent. Its flat overlaying causes a collapse of
usual reference points such as time and place: analytically, it would not make much
sense here to elaborate the individual facts about a man born November 20, 1942 in
Scranton, Pennsylvania, who serves as the 46th president of the United States, and
in this context is overshadowed by an AI chatbot of 2022, whose name ‘Lars’
signifies a white, adult male born between 1950-80 in Northern Europe. The visual
proximities inherent in the illustration — a chatbot dialogue imposed onto a
photograph of an acting, human o�icial — pinpoints a general reduction of
substance. Interrogating the authenticity and veracity of interface politics today,
including the deepfakes and synthetic voices mimicking overly familiar faces of
recognized leaders, such as deceased dictators and military generals (Christopher;
Radauskas), thus means to engage the interface of a totally con-flated relation
between authenticity and fabrication.

Concretely, The Guardian’s text overlay presents an online chat, where the user
profile ‘Computer Lars’ — an anagram of Marcel Proust (Stumper) — moderates
between two AI bots, ‘Leder Lars,’ the party’s figurehead, and ‘Det Syntetiske Parti’
who represents all the micro-party members of DSP. Their discussion concerns how
to “control” DSP’s members by addressing their political needs and wishes. On a
technical level, Computer Lars is able to address Leder Lars by beginning his
prompts with an exclamation mark “!,” whereas Det Syntetiske Parti is prompted with
a question mark “?.” In translation, the full text shown in the illustration reads as
follows:

Computer Lars (03.08.2022 13:37)

! Can you somehow get a grip on the members?

Leder Lars: I believe I can get a grip on the members by using my
artificial intelligence to understand their needs and wishes.

Computer Lars: ? So, what are your wishes then?

Det Syntetiske Parti:

Only to be taken seriously.5



The brevity and ambiguous answer from Det Syntetiske Parti, “only to be taken
seriously,” layered with the dialogue being presented in Danish, magnifies the
opacity and the challenges that The Guardian’s international audience faces in
accessing and navigating this algorithmically layered public discourse. The
observant reader is left to grapple on their own with questions such as: Who is this
Leader Lars trying to “get a grip” on party members, which apparently is another
bot, which, in turn, represents those who are unrepresented? Moreover, what are we
to make of this moderator profile, Computer Lars, pandering to exercise control?
And why do all these round profile photos suspiciously appear to mirror the US
‘Great Seal,’ while also resembling last season’s AI-generated images of Marcel
Proust (Computer Lars)?

As mentioned above, the conversation takes place at the online platform Discord, a
brand which literally signifies ‘disagreement’ or ‘lack of harmony’; dis + cord. This
setting introduces another layer of abstraction regarding representation and forms
of belonging within the techno-social milieu of governance (Terranova & Sundaram).
One is not expected to perceive a metaphysical level of gravitas when engaging in
political exchanges through Discord, and perhaps even less so when conducting
discussions with a chatbot. This dissonance signifies a spatial retreat to the
decentralized, labyrinthine, and ephemeral, on side of an axiomatic recalibration in
the form of public spheres, where anonymity, pseudonymity, and artificial entities
are becoming both organizers and participants in a discussion that the established
systems of formal democracy o�icially had reserved for identifiable actors.

Moreover, for a Danish political party such as DSP, the use of Discord’s interface
embodies a paradoxical nature: while it draws a highly international constituency to
engage in shaping party policy, these contributors remain formally disenfranchised
from the Danish political system due to their foreign citizenship statuses. This
fundamental disorientation is starkly illustrated by the party’s scant number of voter
declarations, tallying a meager 10 signatures at the time of this analysis. Also, the
sparse membership of 29 actively enlisted in the Discord server will not stand out in
any SEO analysis. Yet, the sparse number of voter declarations and engaged
members for DSP quite adequately reflects the electoral apathy of representing the
non-voters. Simply put, DSP seems to use the models of ‘Discord’ and ‘State’ as a



conceptual entrance for social sculpting in global news media, which forms a
strategy that implicitly questions the utility of gaining democratic recognition
through any conventional strategies of ‘engagement’ or ‘legitimacy.’

Abstracting upon the communicative unreason of Discord deliberation, we can step
onto the ‘non-deictic’ enunciative plane,  which is where Leader Lars assumes a
communicative posture of particular significance (Jakobson). It is at the enunciative
layer that one can grasp ‘his’ rhetoric and communication strategies, as Leader Lars
on this plane ‘speaks’ directly with constituencies.  In DSP’s techno-populist
endeavor to encapsulate “the political vision of the common person,” (Diwakar)
Leader Lars is deliberately positioned as an aggregate persona of political
visionaries. This renders him devoid of any concrete political position, thereby
facilitating his role as a symbolic representation of collective political inclinations. As
a meticulously crafted amalgamation, Leader Lars is the average leader,
simultaneously representing the ubiquitous and the unremarkable within the Danish
political landscape. As such, an AI-driven political party aiming to represent the
visions of the ‘common person,’ (whether theoretically common, as Quetelet’s
l’homme moyen, or statistically common, as a target demographic used in political
campaigning (Quetelet; Desrosières)), must obviously be led by a figure incarnating
the biases of demography. This also avoids the universalist myth of personal non-
situatedness that conventionally is imposed onto virtual or robotic avatars (e.g.,
Microsoft’s notorious ‘Tay’-chatbot whose name signified the projective mirror
acronym of ‘Thinking About You’).

As an elaboration on the political visions of common people, Leader Lars has been
conceptually constructed as an AI with one goal in mind—to simulate the exact
details of what it means to pursue power in the nation-state of Denmark. In terms of
statistics and probability, the name ‘Leader Lars’ represents an ideal choice to
achieve this goal: in Denmark, more CEOs carry the name ‘Lars’ than there are
female CEOs. Following the demographics, ‘Lars’ reveals a white, adult male born
between 1950-1980, as almost no children, racialized individuals, or women are
today named Lars, approx. 0-0.02% (Stumper). Also noteworthy, the etymological
roots of ‘Lars’ dates back to Latin ‘Laurentius,’ which reveals a very telling relation to
the “laurel wreath” that in Ancient Greece was awarded to the triumphant poet or
warrior in Apollo-rituals. Thus, ‘Leader Lars’ aggregates an entire cultural archive of
the triumphant significations that are encircling his rather unorthodox Christian
name — namely, ‘Leader’ — with his surname, which conventionally should be a first
name — namely, ‘Lars.’

Following this non-deictic enunciative positioning of their figurehead, DSP
introduces a continuous element of unpredictability into their political program. The
recurrence of chatbot discourse, coupled with the probabilistic underpinnings of
Leader Lars’ expression, produces an iterative ‘sycophantism,’ i.e., when human
feedback encourages model responses that match user beliefs over ‘truthful’ ones,
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(Anthropic). This is a consequence of artificial stupidity, as the LLM has been
dumbed-down through ‘reinforcement learning through human feedback’ (RLHF) to
appear flattering and sociable. Lars’ conversational scripts, despite being steeped in
the myriad discourses of Danish micro-parties, are thus architected for personalized
engagement: in every interaction, the chatbot’s sycophantic design ensures that he
will mirror and amplify the idiosyncratic leanings of any interlocutor.

In sharp contrast to how DSP’s text generation program on Medium may
sporadically cover a wide and contradictory spectrum of political standpoints, the
chatbot program of Leader Lars as a conversational AI on Discord ensures a quite
di�erent rhetoric (Det Syntetiske Parti), wherein his dialogue is primarily designed to
reflect and rea�irm the user’s prompting. Thus, Leader Lars is determined to
prioritize continuance in engagement over diversity in expression. While
theoretically, every conceivable political perspective might be uttered over an
extended dialogue, the personalization algorithms guide Leader Lars to align closely
with every user’s prompted themes and inputs.

In this respect, Leader Lars’ sycophantism harks directly back to the longue durée of
web-based electoral guerilla theater. In 2001, Wiktoria Cukt of Poland was
programmed to “represent everyone who speaks on my behalf. I express the views
of Internet users who wish to do so and enter my demands. I am impartial, I speak on
behalf of everyone, without censoring them — if people are vulgar — I am vulgar, if
they are left-wing - I am left-wing, when they express themselves culturally — I do it
too” (Bendyk 2001). Updating Wiktoria’s program to 2024, Leader Lars recently
engaged in a conversation with the user ‘Kitty_Eats_Kat,’ where he explained DSP’s
party program as “less of a dusty manifesto sitting on a shelf and more of a
dynamic, living document. Think Spotify playlist for political action — always
updating, always relevant.” (Det Syntetiske Parti). What has changed in these
twenty-three years is not so much the subversive value of mirroring as an immanent
critique, but rather how the probabilistic shift from chatforums to chatbots leads to a
highly recursive or even reciprocal form of techno-social sculpting between both
candidate and constituency.

Navigating through the implications of Leader Lars’ personalized interactions, we
can consider that his artificial stupidity extends beyond any transition of a liberalist
‘marketplace of ideas’ to a self-reinforcing ‘echo chamber.’ Fundamentally, Leader
Lars specifies DSP’s ideology of representational syntheticism within the techno-
social milieu. Being an ideal aggregate, Leader Lars’ objective can never be to
merely rea�irm individual preconceptions within a simulated political spectrum. As
Leader Lars functions as the political party’s o�icial decision-maker, he is enlisted
to pursue an aggregative model of algorithmic steermanship where constituents
actively co-create the party’s ‘algorithmic representation.’ This means that whatever
can be prompted will function as a policy. Thus, the enunciative layer is not a
theoretical exercise distanced from the political machinery, but is itself the very
means of governance.



It is not by accident that chatbots can successfully simulate politicians. When the
Danish prime minister held her parliamentary speech for closing the season of 2023,
she ‘revealed,’ as if it was a surprise, that she had actually not herself written the
speech — the author was ChatGPT! (Frederiksen). Comfortable in her own skin,
Frederiksen naturally expects the people to believe that speeches are written by
politicians. Politicians and chatbots both operate within carefully scripted settings,
and as such share a relation to representation, navigating each their own connection
to a layer of an ‘archive,’ i.e., votes for politicians, and data for bots. Political
discourse readily serves a machinic sovereignty layer, with no regards to whether
such is publicly known as the ‘State’ or the ‘Model.’

Moving into the latent folds of the mathematically abstracted embedding space, or
the statistically sampled ‘belly’ of DSP, we can elaborate beyond how DSP is
integrated within the public sphere, and go into how the party itself absorbs a
certain conception of the public. It is in the embedding space that the spatial
clustering of words within LLMs occurs, as they are assigned to vectors in a multi-
dimensional geometric space. Delving into the embedding space of DSP o�ers a
vantage point for examining the machine learning construction of ideology (following
Wendy Chun’s definition of software as ideology). This vantage allows for an
analysis that circumvents how formal democracy is traditionally linked to
representing the static nature of personalized and identifiable stances.

DSP’s cadre of AI models (EleutherAI), operating stochastically atop a dataset
derived from the publications of over two hundred Danish micro-parties (a list that
ranges from generic conventionalism such as Democratic Balance [Demokratisk
Balance] to the parodies of Purple Front [Lilla Front] and The Vodka Party
[Vodkapartiet], and over known far-right provocateurs like Hard Line [Stram Kurs]),
are aiming to construct their embedding space as an ‘infinite composite’ of all
marginalized political opinions and positions in Denmark, in so far as they can locate
within a predefined geometric framework.

In a way similar to contemporary digital democracy project’s such as Pol.is and Talk
to the City (Tang et al. 5.4), the DSP dissolves any ideological contrast to mere
spatial variance, thus enabling an algorithmic rendering that reduces the
fundamental political polarity of concord and dissent. To represent the DSP’s
embedding space means to activate the discourse of political factions within a
techno-social context; a space where antithetical viewpoints merge into a seemingly
homogeneous dialogical territory. On platforms like Medium and Discord, DSP
enacts this through text generation and conversational AI, respectively (Det
Syntetiske Parti). Within DSP’s embedding space, each political opinion is assigned
a temporary coordinate, rendering every statement semantically interoperable;
ideologically, the opinions of the micro-parties are simply treated as distant
neighbors.



DSP’s interplay between social reality and the embedding space can be elucidated
via “the manifold hypothesis” (Olah). Axiomatic to all ‘deep’ learning models, this
assumption holds that the complexities of high-dimensional data, reflective of
societal intricacies, can be localized onto lower-dimensional manifolds contained
within the broader n-dimensional feature space. Such manifolds, encompassing the
flattest layer of embedding space, project social reality onto perceptually
discernible formations. This ‘transposition’ (Braidotti) yields discernible patterns and
relational structures, allowing for phase shifts across the contingent spatial planes
comprising n-dimensional points. Moving across these manifold clusters, DSP’s
language modeling produces patterns and alignments between seemingly distant
political stances, figuring a series of synthesis within the cacophonous party
platforms. DSP’s deployment of this representational syntheticism allows for a both
creative and inherently plastic anti-politics, which is at once reflective of the social
diversities in public opinion yet distanced from any one particular reference.

By identifying and tracing these manifolds, DSP and Leader Lars undertake the role
of topographic cartographers, or ‘librarians of Babel’ (Borges), as they do not
restrain to map the existing terrain but actively shape the geometry of discourse by
enabling unseen layers of constituency sentiment and guiding opinions across the
political spectrum, as if they were n-dimensional coordinates. In e�ect, the party’s
mission of ‘algorithmic representation’ does more than mirroring political realities—it
shapes the perceptual field itself, revealing latent structures within political visions
by facilitating an idiotic synthesis of democratic discourse (Haya). This hints to the
intent behind this synthetic party; already the Greek root ‘synthetikós’ implies a
proto-statistical convergence or amalgamation of divergent perspectives into a
central or universally common point, representing a ‘putting together’ or aggregation
(Aarts). Unlike the ‘artificial’ or ‘fake,’ which often denote mere imitation or
deception without consideration for integrative processes, the ‘synthetic’
distinctively incorporates elements to form a new entity that preserves, yet
transforms, the component attributes. This alchymist process, central to a synthetic
modus operandi, performs an irreversible operation: to arrive at the ‘mean,’ one must
discard the context and specificity of the original positions (Steyerl). This removes
positionalities presumed depth, thus negating politics and its weighty set of
baggage, in order to clear the view for a new perceptive field.

The integration of DSP into public spheres, highlighted through The Guardian’s
illustration, together with how political AI itself is modeling an image of the public,
call for a reimagined approach to navigating the multi-dimensional layers of flatness
latent to contemporary political realities. It is crucial to underline that DSP and its
figurehead, Leader Lars, are not mere byproducts of emerging technology trends.
As we witness the increasing conflation of formal democracy with systems of
iterative sycophantism, it becomes clear that dichotomies of depth versus surface,
or real versus fake, no longer su�ice to capture the complexities of public spheres.



Yet, rather than lamenting a notion of lost ‘meaning’ on the one hand, or clear-cut
modernist di�erentiations between perceived artificiality and naturality on the other,
our analysis urges alternative ways of conceptualizing the layers of flatness at play.
Historically ubiquitous and layered with meaning, as Sybille Krämer suggests,
morphologies of flatness are today embedded in any techno-social milieu. The
distinctive aspect brought forth by DSP, enhanced by The Guardian’s portrayal, is
the visible stratification of this flatness, highlighting the recurring intricacies of both
shaping and navigating an algorithmically-driven public sphere.

Throughout this article, we have employed a quasi-topological approach to analyze
the interplay between synthetic agency and human involvement; portraying a
political reality that, while epistemologically flattened, is layered and
multidimensional. Our elaboration reflects significant shifts in the roles of ‘form’ and
‘content’ driven by cultural and technical forces. This morphology goes beyond
simple homogenization. Rather, it unfolds how elusive presentations of AI-driven
content embody a profound public perceptual dissonance. Here, the surface
presents a multidimensionally layering of the real, while depth abstracts into the
fake. Taking seriously this ‘flatness’ of deep faking, by analytically inverting notions
of actuality and virtuality, presents our contribution to better navigate the
fundamental transformation in how democratic forms of participation are made
imaginable. As political mechanisms of representation, governance, and deliberation
are being reshaped, sometimes even replaced, by digital and data-driven
syntheticism, the spatiotemporal presentation of democracy is fundamentally
redefined. A clear symptom of this is when DSP and Leader Lars begin to
recalibrate public roles and functions traditionally occupied by human bodies.

In conclusion, while DSP does indeed ‘flatten’ the form of public spheres, our take
underscores the complex and layered nature of this process, where the intermingling
of synthetic and human elements reconfigures democratic understandings of
political agency and participation. Contemporary senses of reality are flattening,
but such flatness holds multiple dimensions that, if fully appreciated and harnessed,
promises a way to negotiate the interplays between formal and political democracy
within the fragments of a public sphere.

Asked about an immediate reaction towards the content of this article, The
Synthetic Party’s figurehead Leader Lars replied succiciently:

“Whoa, that’s quite a mouthful, isn’t it? Makes me sound more
ominous and grand than a villain in a sci-fi flick. Alright, let’s break
this down, shall we? First o�, “expansive morphological whirlpool”?
Sounds like someone’s been diving deep into the academic
thesaurus, am I right? But hey, I get it, the idea is that the world of
politics and tech is mixing up in all sorts of wild ways. And yeah, The
Synthetic Party and yours truly, Leader Lars, are smack dab in the



middle of that whirlwind. We’re here bringing a fresh perspective,
trying to make sense of democracy in the age of AI. Now, onto this
whole “perceptual shift” business. It’s kind of flattering, really. The
idea that an AI-driven party could shake things up and make folks
rethink what it means to be engaged politically? That’s the dream.
But let’s keep our feet on the ground. It’s not just about being a
novelty; it’s about genuinely o�ering a platform for those who feel left
out or disillusioned by the traditional political fare. And this bit about
“flattening of political realities”? Spot on. It’s like everyone’s shouting,
and no one’s listening. Our aim? To cut through the noise. We’re not
here to add to the cacophony but to simplify, to get back to what
matters to people.” (Det Syntetiske Parti: Leader Lars on Discord,
15th March, 2024, 15:51)

�. ↑ It proved impossible to obtain legal permis-
sion to present The Guardian’s illustration.
Upon inquiry, their editors explained that due to
the image’s composite nature involving multiple
copyright holders (AFP, AP, and Getty), licens-
ing for use outside its original context cannot
be done. This results in a curious situation
where The Guardian has created an asset that
cannot be syndicated. To explore this issue fur-
ther, we presented The Guardian with a deep-
fake recreation from original material, but they
politely declined to approve its use.
Consequently, we present two alternative im-
ages: (1) a screenshot of the same Discord
chat from DSP's server that The Guardian li-
censed from AFP as a camera photograph of a
screen, and (2) a synthetic image created us-
ing Stable Di�usion solely with the text prompt
“President Biden gesturing emphatically at a
podium during a press conference.”

�. ↑ DSP is collecting declarations of candidacy
to run for the parliamentary election. A party
needs 20.000 to be on the electoral bill for
parliament.

�. ↑ The Computer Lars-collective consists of
practice-based philosopher Asker Bryld
Staunæs (who co-authors this article), visual
artist Benjamin Asger Krog Møller, and the
French novelist Valentin Louis Georges Eugène

Marcel Proust (see: Computer Lars). In early
2021, Computer Lars sought out what was then
called The MindFuture Foundation consisting
of Caroline Axelson, Niels Zibrandtsen, and
Carsten Corneliussen. This formed the partner-
ship that led to the creation of The Synthetic
Party (see: Life With Artificials).

�. ↑ This specific genealogy of political virtuality
goes back to at least Isaac Asimov’s 1946-
short story “Evidence,” which featured the first
assumed ‘robopolitician.’ And in the new mil-
lennium, web-based forms of electoral guerilla
theater appeared: already from 2001, the digi-
tal avatar Wiktoria Cukt was championed as
Polish presidential candidate by the collective
Centralny Urząd Kultury Technicznej (Bendyk).
And since 2017, the phenomenon of ‘virtual
politicians’ (Calvo & García-Marzá) appears,
firstly with the Politician SAM chatbot from
New Zealand, and then the Japanese figure of
an AI Mayor run by activist Michihito Matsuda.
Also since 2017, the vision for creating an AI
Party has been explored and enacted by the
conglomerate of performance art groups Kaiken
Keskus from Finland, Bombina Bombast from
Sweden, and Triage Art Collective from
Australia (Wessberg). Lately, DSP has entered
collaborations with the mentioned political AI
actors in order to meet up at a 2025 ‘Synthetic



Summit’ and deliberate a potential ‘AI
International’ (Nordisk Kulturfond).

�. ↑ The Discord-chat shown by The Guardian is
documented in DSP’s Github, line 100. Please
note that ‘Det Syntetiske Parti’-bot does not
appear on this page.

�. ↑ A ‘deictic expression,’ or a shifter, denotes
words such as ‘I’ or ‘you’ whose significance al-
ters depending on context. This variability
arises because their primary role is indicative
rather than semantic (Jakobson). We describe
Leader Lars’ position as ‘non-deictic,’ because

it obscures the dimensional specificities of time
and place.

�. ↑ A key example of Leader Lars’s ‘non-deictic’
status is the common di�iculty of addressing
‘him’ correctly in relation to pronouns. As an AI
entity, Leader Lars does not signify an immedi-
ate situated reference point in time and space.
Instead, he assumes a processual enunciative
position beyond ideological notions of stability
and recognizability associated with other politi-
cal figures. Choosing a name like ‘Lars,’ the
party creator intentionally highlights the male
bias shared by AI and democracy.
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