
This article looks at a controversy over the ‘better’ architecture for conversational AI
that unfolds initially along the question of the ‘right’ size of models. Current
generative models such as ChatGPT and DALL-E follow the imperative of the
largest possible, ever more highly scalable, training dataset. I therefore first
describe the technical structure of large language models and then address the
problems of these models which are known for reproducing societal biases or so-
called hallucinations. As an ‘alternative’, computer scientists and AI experts call for
the development of much smaller language models linked to external databases,
that should minimize the issues mentioned above. As this paper will show, the
presentation of this structure as ‘alternative’ adheres to a simplistic juxtaposition of
di�erent architectures that follows the imperative of a computable reality, thereby
causing problems analogous to the ones it tried to circumvent.



In recent years, increasingly large, complex and capable machine learning models
such as the GPT model family, DALL-E or Stable Di�usion have become the super
trend of current (artificially intelligent) technologies. Trained on identifying patterns
and statistical features and thus intrinsically scalable, the potential of large
language models is seen as based on their generative capabilities to produce a wide
range of di�erent texts and images.

The monopolization and concentration of power within a few big tech companies
such as Google, Microsoft, Meta and OpenAI that accompanies this trend is
promoted by the enormous economic resources a�orded by the models’ training
processes (see Luitse and Denkena). The risks and dangers of this big data
paradigm have been stressed widely: The working conditions and invisible labor that
goes into the creation of AI and ensures its fragile e�icacy has been addressed in
the context of click-work or content moderation (f.e., Irani; Rieder and Skop). In
Anatomy of an AI System, Kate Crawford’s and Vladan Joler (Crawford and Joler)
detailed the material setup of a conversational device and traced the far fetching
origins of its hardware components and working conditions. Critical researchers
have also pointed out how the composition of training data has resulted in the
reproduction of societal biases. Crawled from the Internet, the data and thus the
generated language mainly represent hegemonic identities whilst discriminating
against marginalized ones (Benjamin). Moreover, the infrastructure needed to train
these models requires huge amounts of computing power and has been linked to a
heavy environmental footprint: The training of a big Transformer model emitted more
than 50 times the amount of carbon dioxide than an average human per year
(Strubell et al., Bender et al.). Criticizing this seemingly inevitable turn to ever larger
language models and the far-reaching implications of this approach for both people
and the environment, Emily Bender et al., published their now-famous paper On the
Dangers of Stochastic Parrots: Can Language Models be Too Big? in March 2021
(Bender et al.). Two of the authors, Timnit Gebru and Margaret Mitchell, both co-
leaders of Google’s Ethical AI Research Team, were fired after publishing this paper
against Google’s veto.

The dominance of the narrative of "scalability, [...], the ability to expand - and
expand, and expand" (Tsing 5) deep learning models – especially by big tech
companies – has clouded the view for alternative approaches. With this paper, I will
look at claims and arguments for di�erent architectures of conversational AI by first
reconstructing the technical development of generative language models. I will
further trace the reactions to errors and problems of generative large language
models and the dispute over the ‘proper’ form of artificial intelligence between
proponents of connectionist AI and machine learning approaches on the one side
and those of symbolic or neurosymbolic AI defending the need for ‘smaller’
language models linked to external knowledge databases on the other side. This
debate represents a remarkable negotiation about forms of ‘knowledge
representation’ and the question of how language models should (be programmed
to) ‘speak’.



Initially, the linking of smaller language models with external databases promising
accessibility, transparency and changeability had subversive potential for me
because it pledged the possibility of programming conversational AI without access
to the large technical infrastructure it would take to train large language models
(regardless of whether those models should be built at all).  As I will show in the
following, the hybrid models presented as an alternative to large language models
also harbor dangers and problems, which are particularly evident in an upscaling of
the databases.

Since its release in November 2022, the dialogue-based model ChatGPT generated
a hype of unprecedented dimensions. Provided with a question, exemplary text or
code snippet, ChatGPT mimics a wide range of styles from di�erent authors and
text categories such as poetry and prose, student essays and exams or code
corrections and debug logs. Soon after its release, the end of both traditional
knowledge and creative work as well as classical forms of scholarly and academic
testing seemed close and were heavily debated. Endowed with emergent
capabilities, the functional openness of these models is perceived as both a
potential and a problem as they can produce speech in ways that appears human
but contradicts human expectations and sociocultural norms. ChatGPT was also
called a bullshit generator (McQuillan): Bullshitters, as philosopher Harry Frankfurt
argues, are not interested in whether something is true or false, nor are they liars
who would intentionally tell something false, but are solely interested in the impact
of their words (Frankfurt).

Generative large language models such as OpenAI’s GPT model family or Google’s
BERT and LaMDA are based on a neural network architecture – a cognitivist
paradigm based on the idea of imitating the human brain logically-mathematically
and technically as a synonym for "intelligence", but usually without taking into
account physical, emotional and social experiences (see Fazi). In the connectionist
AI approach, ‘learning’ processes are modeled with artificial neural networks
consisting of di�erent layers and nodes. They are trained to recognize similarities
and representations within a big data training set and compute probabilities of co-
occurrences of individual expressions such as images, individual words, or parts of
sentences. After symbolic AI was long considered as the dominant paradigm, the
"golden decade" of deep neural networks – also called deep learning – dawned in
the 2010s, according to Je�rey Dean (Dean). 2012 is recognized as the year in
which deep learning gained acceptance in various fields: On the one hand, the
revolution of speech recognition is associated with Geo� Hinton et al., on the other
hand, the winning of the ImageNet Large Scale Visual Recognition Challenge with
the help of a convolutional neural network represented a further breakthrough
(Krizhevsky et al.). Deep learning neural networks with increasingly more
interconnected nodes (neurons) and layers and powered by newly developed



hardware components enabled huge amounts of compute power became the
standard.

Another breakthrough is associated with the development of the Transformer
Network architecture, introduced by Google in 2017. The currently predominant
architecture for large language models is associated with better performance due to
a larger size of the training data (Devlin et al.). Transformers are characterized in
particular by the fact that computational processes can be executed in parallel
(Vaswani et al.), a feature that has significantly reduced the models’ training time.
Building on the Transformer architecture, OpenAI introduced the Generative Pre-
trained Transformer model (GPT) in 2018, a deep learning method which again
increased the size of the training datasets (Radford et al., “Improving Language
Understanding”). Furthermore, OpenAI included a process of pre-training, linked to
a generalization of the model and an openness towards various application
scenarios, what is thought to be achieved through a further step of optimization, i.e.,
the fine-tuning. At least with the spread of the GPT model family, the imperative of
unlimited scalability of language models has become dominant. This was especially
brought forward by Physics (Associate) Professor and Entrepreneur Jared Kaplan
and OpenAI, who identified a set of ‘scaling laws’ for neural network language
models, stating that the more data available for training, the better the performance
thereof (Kaplan et al.). OpenAI has continued to increase the size of its models:
While GPT-2 with 1.5 billion parameters (a type of variable learned in the process of
training) was 10 times the size of GPT-1 (117 million parameters), it was far
surpassed by GPT-3 with a scope of 175 trillion parameters. Meanwhile, OpenAI has
transformed from a startup promoting the democratization of artificial intelligence
(Sudmann) to a 30 billion dollar company (Martin) and from an open source
community to a closed one. While OpenAI published research papers with the
release of previous models describing the structure of the models, the size and
composition of the training data sets, and the performance of the models in various
benchmark tests, much of this information is missing from the paper on GPT-4.

Generative language models, however, are being linked – above all by developers
and computer scientists – to a specific kind of ‘error’: “[I]t is also apparent that deep
learning based generation is prone to hallucinate unintended texts”, Ji et al. write in
a review article collecting research on hallucination in natural language generation
(Ji et al.). According to the authors, the term hallucination has been used in the field
of computer visualization since about 2000, referring to the intentionally created
process of sharpening blurred photographic images, and only recently changed to a
description of an incongruence between image and image description. Since 2020,
the term has also been applied to language generation, however not for describing a
positive moment of artificial creativity (ibid.): Issued texts that appear sound and
convincing in a real-world context, but whose actual content cannot be verified, are
referred to by developers as ‘hallucinations’ (ibid., 4). In this context, hallucination



refers not only to factual statements such as dates and historical events or the
correct citation of sources; it is equally used for editions of non-existent sources or
the addition of aspects in a text summary. While the content is up for discussion, the
language form may be semantically correct and convincing, resulting in an apparent
trust in the model or its language output.

For LeCun, Bengio and Hinton, “[r]epresentation learning is a set of methods that
allows a machine to be fed with raw data and to automatically discover the
representations needed for detection or classification. Deep-learning methods are
representation-learning methods with multiple levels of representation, obtained by
composing simple but non-linear modules that each transform the representation at
one level (starting with the raw input) into a representation at a higher, slightly more
abstract level.” (LeCun et al. 436). In technical terms, hallucination thus refers to a
translation or representation error between the source text or ‘raw data’ [sic] on the
one hand and the generated text, model prediction or ‘representation’ on the other.
Furthermore, another source of hallucinations is located in outdated data, causing
the (over time) increasing production of factually incorrect statements. This ‘error’ is
explicitly linked to the large scale of generative models: Since the training
processes of these models are complex and expensive and thus seldomly repeated,
the knowledge incorporated – generally – remains static (Ji et al.) However, with
each successive release of the GPT model family, OpenAI proclaims further
minimization of hallucinations and attempts to prevent programs from using certain
terms or making statements that may be discriminatory or dangerous, depending on
the context, through various procedures that are not publicly discussed (see Cao).

From the definitions of representation learning, hallucination, and the handling of
this 'error', a number of conclusions can be drawn that are instrumental to the
discourse on deep learning and artificial intelligence: The representation learning
method assumes that it does not require any human intervention to recognize
patterns in the available data, to form categories and make statements that are
supposed to be consistent with the information located in the data. Both the data
and the specific outputs of the models are conceived as universally valid. In this
context, hallucination remains a primarily technical problem presented as technically
solvable, and in this way it is closely linked to a promise of scaling: With the
reduction of (this) error, text production seems to become autonomous, universal,
and openly applicable in di�erent settings.

The assumption that data represent a ‘raw’ and objective found reality, which can
be condensed and generated into a meaningful narrative through various
computational steps, has been criticized widely (e.g. Boellstor�; Gitelman and
Jackson). It is not only the composition of the data itself that is problematic, but
equally the categories and patterns of meaning generated by algorithmic
computational processes, which reinforce the bias – inevitably (see Jaton) – found
in the data and make it once more e�ective (Benjamin; Noble). Technical



computations adhere to an objectivity and autonomy that pushes human processes
of selection and interpretation of the data into the background, presenting them
instead as ‘found’ and ‘closed’ (e.g., boyd and Crawford; Kitchin). Building on a rich
tradition of science and technology studies that highlighted the socio-technical co-
production of human, natural and technical objects (f.e. Knorr Cetina, Latour and
Woolgar), Adrian Mackenzie has introduced the term 'machine learner' to refer to
the entanglement of "humans and machines or human-machine relations […]
situated amidst these three accumulations of settings, data and devices"
(Mackenzie 23).

"[Big] data," as Taş writes, "are a site of political struggle." (Taş 569). This becomes
clear not only through the public discussion of generative models and the
underlying question of which statements language models are allowed to make. At
the latest with the release of ChatGPT in November 2022, it was publicly debated
which responses of the model were considered unexpected, incorrect or contrary to
socio-cultural norms. Generative models have been tested in a variety of ways
(Marres and Stark): The term 'jailbreaking' for example, denotes a practice in which
users attempt to trick the model to create outputs that are restrained by the
operating company's policy regulation. These include expressions considered as
discriminating and obscene or topics such as medicine, health or psychology. In an
attempt to circumvent these security measures, jailbreaking exposes the
programmed limitations of the programs. Moreover, it also reveals what is
understood by the corporations as the ‘sayable’ and the ‘non-sayable’ (see
Foucault). This is significant insofar as these programs have already become part of
everyday use, and the norms, logics, and limits inherent in them have become
widely e�ective. In only five days after its release, ChatGPT had already reached
one million users (Brockman). As foundation models (Bommasani et al.), OpenAI's
GPT models and DALL-E are built into numerous applications, as are Google's
BERT and LaMDA. Recently, the use of ChatGPT by a US lawyer or the demand to
use the program in public administration (Armstrong; dpa/lno) was publicly
discussed. These practices and usage scenarios make it clear that – practically –
generative models represent technical infrastructures that are privately operated
and give the operating big tech companies great political power. The associated
authority in defining the language of these models but also in guiding politics
recently became visible in a number of instances:

In an open letter, published in March 2023 on the website of the Future of Life
Institute, AI researchers including Gary Marcus, Yoshua Bengio, and Yann LeCun –
the latter working for Meta – as well as billionaire Elon Musk, urged for a six-month
halt of training of models larger than GPT-4 (Future of Life Institute, “Pause Giant
AI Experiments”). “Powerful AI systems”, they wrote, “should be developed only
once we are confident that their e�ects will be positive and their risks will be
manageable.” (ibid.), referring to actual and potential consequences of AI
technology, such as the spread of untrue claims or the automation and loss of jobs.
Also arguing with the creation of fake content, impersonation of others, and on the
assumption that generated text is indistinguishable from that of human authors,



OpenAI had initially restricted access to GPT-2 in 2019 (Radford et al., "Better
Language Models"). Both the now more than 31,000 signatories of the open letter
(as of June 2023) and OpenAI itself argue not against the architecture of the
models, but for the use of so-called security measures. The Future of Life Institute
writes in its self-description: “If properly managed, these technologies could
transform the world in a way that makes life substantially better, both for the people
alive today and for all the people who have yet to be born. They could be used to
treat and eradicate diseases, strengthen democratic processes, and mitigate - or
even halt - climate change. If improperly managed, they could do the opposite […],
perhaps even pushing us to the brink of extinction.” (Future of Life Institute, “About
Us”).

As this depiction richly illustrates, the Future of Life Institute is an organization
dedicated to ‘long-termism’, an ideology that promotes posthumanism and the
colonization of space (see MacAskill), rather than addressing the multiple
contemporary crises (climate, energy, corona pandemic, global refugee movements,
and wars) promoted by global financial market capitalism that profoundly reinforce
social inequalities. Moreover, "AI doomsaying," i.e., the narrative of artificial
intelligence as an autonomously operating agent whose power grows with access to
more and more data and ever-improving technology, and whose workings remain
inaccessible to human understanding as a black-box, further enhances the influence
and power of big tech companies by attributing to their products the power "to
remake - or unmake - the world." (Merchant).

Taking up criticism of large language models such as the ecological and economic
costs of training or the output of unverified or discriminating content, there are
debates and frequent calls to develop fundamentally smaller language models (e.g.,
Schick and Schütze). Among others, David Chapman, who together with Phil Agre
developed alternatives to prevailing planning approaches in artificial intelligence in
the late 1980s (Agre and Chapman), recently called for the development of the
‘smallest language models possible’: "AI labs, instead of competing to make their
LMs bigger, should compete to make them smaller, while maintaining performance.
Smaller LMs will know less (this is good!), will be less expensive to train and run, and
will be easier to understand and validate." (Chapman). More precisely, language
models should "'know' as little as possible-and retrieve 'knowledge' from a defined
text database instead." (ibid.). In calling for an architectural separation of language
and knowledge, Chapman and others tie in with long-running discussions in
phenomenology and pragmatism as well as those in formalism and the Theory of
Mind.

Practices of data collection, processing and analysis are ubiquitous. Accordingly,
databases are of great importance as informational infrastructures of knowledge
production (cf. Nadim). They are not only "a collection of related data organized to
facilitate swift search and retrieval" (ibid.), but also a "medium from which new



information can be drawn and which opens up a variety of possibilities for shape-
making" (Burkhardt, 15, my translation). Lev Manovich, in particular, has emphasized
the principle openness, connectivity and relationality of databases (Manovich). In
this view, databases appear as accessible and explicit, allowing for an easy
interchangeability and expansion of entries, eventually permitting an upscaling of
the entire architecture. Databases have been an important component of symbolic
AI - also known as Good Old-Fashioned AI (GOFAI). While connectionist AI takes
an inductive approach that starts from "available" data, symbolic AI is based on a
deductive, logic- and rule-based paradigm. Matteo Pasquinelli describes it as a
"top-down application of logic to information retrieved from the world" (Pasquinelli
2). Symbolic AI has become known, among other things , as a representation of
ontologies or semantic webs.

Linking external databases with small and large language models emerges as a
concrete answer to the problems of generative models, in which knowledge is
understood as being ‘embedded’, and which – as illustrated by the example of
hallucination – leads to various problems. While connectionist approaches have
dominated in recent times, architectures of symbolic AI seem to reappear. The
combination of databases and language models is already a common practice and
currently discussed under the terms ‘knowledge-grounding’ or ‘retrieval
augmentation’ (f.e. Lewis et al.). Retrieval-augmented means that in addition to
fixed training datasets, the model also draws on large external datasets, an index of
documents whose size can run into the trillions of documents. Meanwhile, models
are called small(er) as they contain a small set of parameters in comparison to other
models (Izacard et al.). In a retrieval process, documents are selected, prepared and
forwarded to the language model depending on the context of the current task. With
this setup, the developers promise improvements in e�iciency in terms of resources
such as the amount of parameters, ‘shots’ (the amount of correct information in the
data sets), and corresponding hardware resources (ibid.).

In August 2022, MetaAI has already released Atlas, a small language model that
was extended with an external database and which, according to the developers,
outperformed significantly larger models with a fraction of the parameter count
(ibid.). With RETRO (Retrieval-Enhanced Transformer), DeepMind has also
developed a language model that consists of a so-called baseline model and a
retrieval module. (Borgeaud et al.). In 2017, ParlAI, an open-source framework for
dialog research founded by Facebook in 2017, presented Wizard of Wikipedia, a
program – a benchmark task – to train language models with Wikipedia entries
(Dinan et al.). They framed the problem of hallucination of, in particular, pre-trained
Transformer models as one of updating knowledge. With this program, models are
fine-tuned to extract information from database articles to be then casually inserted
into a text or conversation without sounding like an encyclopedia entry themselves,
thereby appearing semantically and factually correct. With the imagining of small
models as ‘free of knowledge’, the focus changes: now not only size and scale are
considered a marker of performance, but also the infrastructural and relational
linking of language models to external databases. This linking of small language



models to external databases thus represents a transversal shift in scale: While the
size of the language models is downscaled, the linking with databases implies a
simultaneous upscaling.

However, the ideal of an accessible and controllable database falls short where it is
conceived as potentially endlessly scalable. It is questionable whether a possibly
limitless collection of knowledge is still accessible and searchable or whether it does
not transmute into its opposite: "When everything possible is written, nothing is
actually said (Burkhardt 11, my translation). What prior knowledge of the structure
and content of the database would accessibility require? The conditions of its
architecture and the processes of collecting, managing and processing the
information are quickly forgotten (ibid. 9f.) and obscure the fact that databases as
sites of power also are exclusive and always remain incomplete. Inherent in the idea
of an all-encompassing database is a universalism that assumes a generally valid
knowledge and thus fails to recognize situated, embodied, temporalized, and
hierarchized aspects. Following Wittgenstein, Daston has likewise illustrated that
even (mathematical) rules are ambiguous and, as practice, require interpretation of
the particular situation (Daston 10).

The narrative of the opposition of symbolic and connectionist AI locates the origin of
this dispute in a disagreement between, on the one hand, Frank Rosenblatt and, on
the other, Marvin Minsky and Seymour Papert, who claimed in their book
Perceptrons that neural networks could not perform logical operations such as the
and/or (XOR) function (Minsky and Papert). This statement is often seen as causal
for a cutback in research funding for connectionist approaches, later referred to as
the ‘winter of AI’. (Pasquinelli 5). For Gary Marcus, professor of psychology and
neural science, this dispute between the di�erent approaches to AI continues to
persist and is currently being played out at conferences, via Twitter and manifestos,
and specifically on Noema, an online magazine of the Berggruen Institute, on which
both Gary Marcus and Yann LeCun publish regularly. In an article titled AI is hitting
a wall, Marcus calls for a stronger position of symbolic approaches and argues in
particular for a combination of symbolic and connectionist AI (Marcus, “Deep
Learning is Hitting a Wall”). For example, research by DeepMind had shown that
"We may already be running into scaling limits in deep learning" and that increasing
the size of models would not lead to a reduction in toxic outputs and more
truthfulness (Rae et al.). Google has also done similar research (Thoppilan et al.).
Marcus criticizes deep learning models for not having actual knowledge, whereas
the existence of large, accessible databases of abstract, structured knowledge
would be "a prerequisite to robust intelligence." (Marcus, “The Next Decade in AI”).
In various essays, Gary Marcus recounts a dramaturgy of the conflict, with highlights
including Geo� Hinton's 2015 comparison of symbols and aether, and calling
symbolic AI "one of science's greatest mistakes " (Hinton), or the direct attack on
symbol manipulation by LeCun, Bengio and Hinton in a 2016 manifesto for deep



learning published in Nature (LeCun et al.). For LeCun, however, the dispute
reduces to a di�erent understanding of symbols and their localization. While
symbolic approaches would locate them ‘inside the machine’, those of connectionist
AI would be outside ‘in the world’. The problem of the symbolists would therefore lie
in the problem of the "knowledge acquisition bottleneck", which would translate
human experience into rules and facts and which could not do justice to the
ambiguity of the world (Browning and LeCun). “Deep Learning is going to be able to
do anything”, quotes Marcus Geo� Hinton (Hao).

The term ‘Neuro-Symbolic AI’, also called the ‘3  wave of AI’, designates the
connection of neural networks – which are supposed to be good in the computation
of statistical patterns – with a symbolic representation. While Marcus is being
accused of just wanting to put a symbolic architecture on top of a neural one, he
points out that there would be already successful hybrids such as Go or chess –
which are obviously games and not languages! – and that this connection would be
far more complex as there would be several ways to do that, such as "extracting
symbolic rules from neural networks, translating symbolic rules directly into neural
networks, constructing intermediate systems that might allow for the transfer of
information between neural networks and symbolic systems, and restructuring neural
networks themselves" (Marcus, “Deep Learning Alone…”).

The linking of language models with databases, as shown above, is presented by
Gary Marcus, MetaAI and DeepMind, among others, as a possibility to make the
computational processes of the models accessible through a modified architecture.
This transparency suggests at the same time the possibility of traceability, which is
equated with an understanding of the processes, and promises a controllability and
manageability of the programs. The duality presented in this context between
uncontrollable, nontransparent and inaccessible neural deep learning architectures
and open, conceivable and changeable databases or links to them, I want to argue,
is fundamentally lacking in complexity. This assumes that the structure and content
of databases are actually comprehensible. Databases, as informational
infrastructures of encoded knowledge, must be machine-readable and are not
necessarily intended for the human eye (see Nadim). Furthermore, this simplistic
juxtaposition conceives of neural networks as black boxes whose ‘hidden layers’
between input and output inevitably defies access. In this way, the (doomsaying)
narrative of autonomous, independent, and powerful artificial intelligence is further
solidified, and the human work of design, the mostly precarious activity of labeling
data sets, maintenance, and repair, is hidden from view.

Both the discourse about the better architecture and the signing of the open letter
by ‘all parties’ also make clear that the representatives of connectionist AI and
those of (neuro-)symbolic AI adhere to a technical solution to the problems of
artificial intelligence. In either case, the world appears computable and thereby
knowable and follows a colonial logic in this regard. Furthermore, the question of
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whether processes of learning should be simulated 'inductively' by calculating co-
occurrences and patterns in large amounts of 'raw' data, or 'top-down' with the help
of given rules and structures, touches at its core the 'problem' that the programs
have no form of access to the world in the form of sensory impressions and emotions
– a debate closely linked to the history of cybernetics and artificial intelligence (see
f.e. Dreyfus). With the modeling and constant extension of the models with more
data and other ontologies, the programs are built by following an ideal of human-like
intelligence. In this perspective, the lack of access to the world is at the same time
one of the causes of errors and hallucinations. Accordingly, the goal is to build
models that speak semantically correctly and truthfully, while appearing as
omniscient as possible, so that they can be easily used in various applications
without relying on human correction: the models are supposed to act autonomously.
Ironically, the attempt not to make mistakes reveals the artificiality of the programs.

The current hype around generative models like ChatGPT or DALL-E and the
monopolization and concentration of power within a few corporations that
accompanies it, has seemingly clouded the view for alternative approaches. Tsing's
theory provided the occasion to look at the discourse around small, 'knowledge-
grounded' language models, which - this was my initial assumption - oppose the
imperative of constant scaling-up. Tsing writes that "Nonscalability theory is an
analytic apparatus that helps us notice nonscalable phenomena" (Tsing 9). However,
the architectures described here do not defy scalability; rather, a transversal shift
occurs in that language models are scaled down and databases are scaled up at the
same time. The object turned out to be more complex than the mere juxtaposition of
scalable and nonscalable.

Conversational AI and generative models in particular are already an integral part of
everyday processes of text and image production. The technically generated
outputs produce a socially dominant understanding of reality, whose fractures and
processes of negotiation are evident in the discussions about hallucinations and
jailbreaking. It is therefore of great importance to follow and critically analyze both
the technical (‘alternative’) architectures and a�ordances as well as the
assumptions, interests, and power structures of the dominant (individual) actors
(Musk, Altman, LeCun, etc.) and big tech corporations that are interwoven with
them.
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